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ABSTRACT: The temperature dependence of spin-selective
intramolecular charge recombination (CR) in a series of 2,7-
fluorenone (FN1-2) and p-phenylethynylene (PE1-2P) linked
donor-bridge-acceptor molecules with a 3,5-dimethyl-4-(9-
anthracenyl) julolidine (DMJ-An) electron donor and a
naphthalene-1,8:4,5-bis(dicarboximide) (NI) acceptor was stu-
died using nanosecond transient absorption spectroscopy in the
presence of a static magnetic field. Photoexcitation of DMJ-An
into its charge transfer band and subsequent electron transfer to
NI results in a nearly quantitative yield of 1(DMJþ•-An-FNn-NI-•) and 1(DMJþ•-An-PEnP-NI-•), which undergo rapid
radical pair intersystem crossing (RP-ISC) to produce the triplet RPs, 3(DMJþ•-An-FNn-NI-•) and 3(DMJþ•-An-PEnP-
NI-•), respectively. TheCR rate constants, kCR, in toluene were measured over a temperature range from 270 to 350 K, and a kinetic
analysis of kCR in the presence of an applied static magnetic field was used to extract the singlet and triplet charge recombination rate
constants, kCRS and kCRT, respectively, as well as the intersystem crossing rate constant, kST. Plots of ln (kT

1/2) versus 1/T for PE1P
show a distinct crossover at 300 K from a temperature-independent singlet CR pathway to a triplet CR pathway that is positively
activated with a barrier of 1047( 170 cm-1. The singlet CR pathway via the FN1 bridge displays a negative activation energy that
results from donor-bridge and bridge-acceptor torsional motions about the single bonds joining them. In contrast, the triplet CR
pathway via the FN1-2 and PE1-2P bridges exhibits positive activation energies. The activation barriers to these torsional motions
range from 1100 to 4500 cm-1 and can be modeled by semiclassical electron transfer theory.

’ INTRODUCTION

The rational design of organic materials that convert photon
energy into electrical energy is of great interest in solar cell
design. Nature already possesses an optimized mechanism for
solar energy conversion and storage in well-ordered assemblies of
photofunctional chromophores in photosynthetic plants and
bacteria.1 Efficient photodriven charge separation (CS) reactions
to form long-lived radical pairs (RPs) within specifically tailored
nanoenvironments are key energy transduction processes that
occur in photosynthetic reaction center proteins.2 Emulating
these processes in photofunctional donor-bridge-acceptor
(D-B-A)molecules is important for developing newmolecules
and materials for solar energy conversion, so that the details of
how the most favorable charge transport mechanisms depend on
molecular structure are of great experimental and theoretical
interest.3-5

Electronic coupling, environment (solvent and temperature),
and energetics are all parameters that dramatically influence the
lifetime of RPs and, consequently, the charge transport mechan-
ism in D-B-A systems. Bridge-mediated charge transport by
the superexchange mechanism involves mixing of bridge states
with those of the donor and acceptor and requires that the bridge
states have energies that are higher than and well-separated from

those of the donor. This results in an exponential dependence of
the charge transport rate constant on distance, eq 1:

k ¼ k0e
-βðr - r0Þ ð1Þ

where k0 is the rate constant at the van derWaals contact distance
r0 (3.5 Å), and β is the damping coefficient for the decay. A more
efficient means of transporting charge used by photosynthetic
systems is the charge hopping mechanism,6-8 which occurs by a
change in redox state of the molecular bridge because of small
charge injection barriers between D-B and B-A. The distance
dependence for charge hopping is weak, 1/rn, where n = 2 for an
unbiased random walk and trends toward n = 1 for a CR
recombination reaction biased by Coulomb attraction of the
opposite charges.9 This distinguishing factor is often used to
identify the transition from superexchange to a hopping mechan-
ism in distance-dependent charge transfer rate measurements.
However, lengthening the bridge often changes other system
parameters, such as bridge redox potentials and molecular
conformations.10 Charge transport within π-linked D-B-A
molecules has been studied under a variety of conditions9,11-18
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to identify the molecular properties that determine crossover
between superexchange and hopping when molecular systems
exhibit a combination of these mechanisms.19-22

The temperature dependence of charge transfer rates has been
described for many natural and artificial photosynthetic systems
with results ranging from the unusual temperature dependence of
Rb. sphaeroides reaction centers23 to the temperature-independent
rates observed in some D-B-A systems.24-26 Additionally, the
temperature dependencies show that electron transfer rates in the
Marcus normal region differ from those in the inverted region,27

where |ΔG| > λ and nuclear tunneling can dominate. There is also
precedence in the literature for thermally activated processes that
occur when the energy barrier between sites is lowered by nuclear
motion, which has been shown to “gate” the charge transfer when
the activation energy is identical to that of the bridge motion.28-31

For D-B-A molecules having RP lifetimes longer than a
few nanoseconds, magnetic field effect (MFE) experiments on
reaction rates and/or product yields have demonstrated that CR
frequently occurs by competitive singlet and triplet RP recombi-
nation pathways.32,33 Briefly, the initial photogenerated singlet
RP may undergo electron-nuclear hyperfine coupling-induced
radical pair intersystem crossing (RP-ISC) to produce the triplet
RP, 1(Dþ•-B-A-•)f 3(Dþ•-B-A-•). The subsequent CR is
spin selective; that is, the singlet RP recombines to the singlet
ground state and the triplet RP recombines to yield the neutral
local triplet (Figure 1). Application of a static magnetic field
causes Zeeman splitting of the RP triplet sublevels, and varying
the field strengthmodulates the efficiency of RP-ISC by adjusting
the energies of the RP triplet sublevels relative to that of the

singlet level (Figure 2). When the Zeeman splitting of the triplet
RP sublevels equals the intrinsic RP singlet-triplet splitting, 2J,
there is an increase in the RP-ISC rate. This increase translates
into a maximum in triplet RP production and therefore a
maximum in neutral local triplet yield upon CR. By monitoring
the yield of local triplet production as a function of applied
magnetic field, the magnitude of 2J can be measured directly34,35

and can be used to estimate VDA because 2J � VDA
2 .36-39 The

mechanistic details of the radical pair intersystem crossing
mechanism (RP-ISC) and the theory behind MFEs have been
researched extensively40-44 and applied to both biological45-49

and chemical36,50-57 donor-acceptor systems.
We have previously reported on photoinduced charge trans-

port in D-B-A systems with 2,7-fluorenone (n = 1-3) (FNn)
and p-phenylethynylene (n = 1-3) (PEnP) molecular bridges
covalently attached to a 3,5-dimethyl-4-(9-anthracenyl) juloli-
dine (DMJ-An) electron donor and a naphthalene-1,8:4,5-bis-
(dicarboximide) (NI) acceptor (Scheme 1) and have shown that
the superexchange mechanism dominates CR.33 Photoexcitation
of DMJ-An produces long-lived singlet RPs 1(DMJþ•-An-
FNn-NI-•) and 1(DMJþ•-An-PEnP-NI-•), which undergo
RP-ISC to the corresponding triplet RPs with subsequent spin-
selective CR to 3*An and 3*NI. Our previous work established
that a superexchange mechanism dominates both singlet and
triplet CR pathways for the PE1-3P and FN1-3 bridges at room
temperature. In this work, we examine the temperature depen-
dence of CR for FN1-2 and PE1-2P with the aim of identifying
the dominant charge transport pathway through the use of
nanosecond transient absorption spectroscopy in the presence
of an applied static magnetic field. We examine how VDA depends
on molecular structure by analyzing the spin-spin exchange
interaction (2J) between the unpaired spins of the RPs using
MFEs. Additionally, we employ a kinetic model to separate the
spin-selective charge recombination rate constants, kCRS and kCRT,
as a function of temperature by analyzing MFEs on the observed
RP and neutral triplet state populations that result from CR.

’EXPERIMENTAL SECTION

The synthesis and characterization of the compounds used in this
study have been described elsewhere.32,58 Samples for nanosecond
transient absorption spectroscopy were placed in a 10 mm path length
quartz cuvette and freeze-pump-thaw degassed five times. The
samples were excited with 7 ns, 2.5 mJ, 416 nm laser pulses using the
frequency-tripled output of a Continuum Precision II 8000 Nd:YAG

Figure 1. Charge transfer scheme for FN1-2 and PE1-2P.

Figure 2. Schematic of radical ion pair energy levels as a function of
magnetic field (2J > 0).

Scheme 1. Donor-Bridge-Acceptor Systems Used in This
Study
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laser pumping a Continuum Panther OPO. The excitation pulse was
collimated to a 5 mm diameter spot and matched to the diameter of the
probe pulse generated using a xenon flashlamp (EG&G Electro-Optics
FX-200). The probe light was collected with a monochromator and
photomultiplier tube with high voltage applied to only four dynodes
(Hamamatsu R928), and kinetics were recorded with a LeCroy Wave-
surfer 42Xs oscilloscope interfaced to a custom Labview program. The
total instrument response time is 7 ns and is determined primarily by the
laser pulse duration. Analysis of the kinetic data was performed at
multiple wavelengths using a Levenberg-Marquardt nonlinear least-
squares fit to a general sum-of-exponentials function with a convoluted
Gaussian function to account for the finite instrument response.
For the magnetic field effect experiments, the sample cuvette was

placed between the poles of a Walker Scientific HV-4W electromagnet
powered by a Walker Magnion HS-735 power supply, and the field
strength was measured by a Lakeshore gaussmeter with a Hall effect
probe. The electromagnet and gaussmeter were interfaced with Labview,
allowing measurements and control of the magnetic field to(1� 10-5

T during the data acquisition. To maintain sample integrity during the
experiment, a probe light shutter was used to block the sample from
irradiation when transient absorption kinetics were not being collected.
The triplet yield was monitored at 480 nm, and kinetic traces were
collected in increments of 0.1, 1.5, or 5.0 mT with zero field ΔA(B = 0)
collection after four or five steps. To compensate for possible sample
degradation, zero field kinetics were collected during the experiment in
four or five step increments and plotted and fit with polynomial or linear
trend lines. These functions were used to calculate the relative RP yield
or triplet yield as a function of applied field strength (B) and plotted as
ΔA(B)/ΔA(B = 0). The results presented were conducted on separate
days with freshly prepared samples in spectrophotometric or freshly
distilled ACS-grade toluene.
For variable temperature nanosecond transient absorption experi-

ments, a thermostatted cuvette cell holder (Quantum Northwest Flash
100) that maintained the temperature at the sample within (0.1 K was
used. The sample was allowed to equilibrate for 30 min prior to each
sample run. Accurate MFE experiments for PE3P and FN3 using
transient absorption detection could not be performed over an analy-
tically useful range of temperatures because kCR is relatively slow, so
that very low sample concentrations are required to eliminate inter-
molecular CR.

’RESULTS

Molecular Structure and Energy Levels. Figure 3 shows the
energy minimized structures of FN1-2 and PE1-2P calculated in
a vacuum using density functional theory (DFT) and the STO-
3G basis set using Gaussian 98.59 The DFT calculations reveal
that the HOMOs are localized on the DMJ donor and the
LUMOs are confined to the NI acceptor. The torsional angles
around the An-FN and An-PEnP single bonds are ∼66� and
∼47� for FNn-NI and PEnP-NI, respectively. The internal
reorganization energies, λI, were calculated for CR by performing
a single-point calculation (UHF) B3LYP/6-31G* on the radical
ions of the donor, bridges, and acceptor in the DFT-optimized
ground state and subtracting the self-consistent field (SCF)
energy of the relaxed ionic conformation from that of the
unrelaxed ground-state conformation (Table S1).25 This infor-
mation was used in predicting charge transfer rates using electron
transfer theory.60-62

Temperature-Dependent Charge Recombination. Nano-
second transient absorption studies on FN1-2 and PE1-2P were
performed to determine the charge recombination rate con-
stants, kCR, in toluene over a temperature range from 270 to 350
K. Photoexcitation of the donor, DMJ-An, with 7 ns, 416 nm
laser pulses produces DMJþ•-An-• quantitatively, so that An-•

acts as a high potential electron donor. Following rapid CS,
the initially formed singlet RPs, 1(DMJþ•-An-FNn-NI-•)
and 1(DMJþ•-An-PEnP-NI-•), undergo rapid RP-ISC to
produce the triplet RPs, 3(DMJþ•-An-FNn-NI-•) and
3(DMJþ•-An-PEnP-NI-•), respectively. The energy levels
of the triplet RP states are above those of 3*An and 3*NI, so that
spin-selective CR can occur from the triplet RPs to produce
(DMJ-An-FNn-3*NI) and (DMJ-An-PEnP-3*NI), respec-
tively (ET = 2.03 eV),

63,64 as well as (DMJ-3*An-FNn-NI) and
(DMJ-3*An-PEnP-NI), respectively (ET = 1.85 eV).65 When
spin-selective CR to 3*NI and 3*An occurs, the broad absorption
features at 480 and 430 nm66 persist on the microsecond time
scale and appear as plateaus in the kinetic traces.32 The decay-
associated spectra for the FN2 and PE2P bridges at 295 K indicate
that CR to both 3*An and 3*NI is limited by the lifetimes of their
RPs.32 The lifetimes obtained by fitting individual kinetic traces
match the decay lifetimes from the decay associated spectra at
295 K. The inverse time constant for the decay of NI-• fit at its
480 nm (ε480 = 30 000 M-1 cm-1) and 610 nm absorption
maxima67 is used to monitor the observed rate constant, kCR.

Figure 3. Representative DFT (B3LYP, STO-3G) energy minimized
structures for (A) DMJ-An-FN1-2-NI and (B) DMJ-An-
PE1-2P-NI. The hydrogens are removed in the figure for clarity.

Table 1. Parameters for the Fit to the Temperature-Depen-
dent Charge Transfer Rates of FN1-2 and PE1-2P in Toluene
Extracted from Linear Fits to the Data in Figures 4, 5, 9-11

compound pathway range (K) ΔGq (cm-1) A (s-1 K1/2) R2

FN1 kCR 268-353 -510( 21 2.6� 107 0.927

kCRS 273-353 -811 ( 147 5.1� 106 0.884

kCRT 273-353 1047( 170 6.7� 1010 0.904

FN2 kCR 270-350 2248( 22 2.2� 1012 0.998

kCRS 270-350 1510( 118 2.9� 1010 0.998

kCRT 290-350 4107( 227 7.9� 1013 0.992

PE1P kCR 270-296 1368( 285 8.8� 1010 0.920

kCRT 270-350 1268( 131 7.6� 1010 0.959

PE2P kCR 270-350 2133( 93 9.6� 1011 0.985

kCRS 270-350 1459( 40 1.9� 1010 0.997

kCRT 270-350 2930( 378 7.1� 1012 0.938
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The temperature dependence of the rate constants was analyzed
using the semiclassical Marcus-Jortner-Hopfield equation for
the electron transfer rate in the nonadiabatic limit:60-62

kCR ¼ 2π
p
jVCR j2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4πλskBT

r X¥
n¼ 0

eð - SÞSn=n!e½-ðΔGCR þ λs þ npωÞ2=4λskBT�

ð2Þ
where pω is the vibrational quantum, assumed to be 1500 cm-1,
ΔGCR is the free energy change of radical ion pair recombination,
λS and λI are, respectively, the solvent and internal reorganization
energies, and S = λI/pω. Because these experiments were
performed in the low polarity solvent toluene (λS = 0.07 eV),
the inner-sphere reorganization, λI, dominates the total reorga-
nization energy λ = λSþ λI.

32 Given the functional form of eq 2,
where kCR = AT-1/2 exp(-ΔGq/kBT), the parameters ΔGq and
the pre-exponential factor A can be extracted from the slope and
intercept of a plot of ln(kCRT

1/2) versus 1/T (see Table 1).
Plots of ln(kCRT

1/2) versus 1/T for FN1 and FN2 as a function
of temperature are given in Figure 4, while the corresponding
plots for PE1P and PE2P are presented in Figure 5. The results
show that the CR rate constant for FN1 decreases with increasing
temperature over the temperature range studied, and the linear

fits give a negative activation barrier, ΔGq = -510 ( 21 cm-1

(R2 = 0.927). For PE1P, the rate constant appears to initially
increase with temperature, but from 300 to 350 K it becomes
temperature independent. The region from 270 to 300 K is
fit with a single line that yields a positive activation barrier,
ΔGq = 1368( 285 cm-1 (R2 = 0.920). The results for FN2 and
PE2P both show positive activation barriers over the temperature
range studied, with nearly identical values of ΔGq close to

Figure 4. Plot of ln[kCRT
1/2] versus 1/T for FN1 and FN2 in toluene.

Error bars on the data points are smaller than the size of the symbols for
all plots, except where given.

Figure 5. Plot of ln[kCRT
1/2] versus 1/T for PE1P and PE2P in toluene.

Error bars on the data points are smaller than the size of the symbols for
all plots, except where given.

Figure 6. Relative triplet yield versus magnetic field at various tem-
peratures for (A) FN1 in toluene at 480 nm measured 500 ns after
photoexcitation and (B) PE1P in toluene at 480 nm measured 1 μs after
photoexcitation. Curves are offset for clarity and the actual relative triplet
yields are given by the grey scale bars.

Figure 7. Plot of ln 2J versus 1/T for FN1 and PE1P in toluene, where 2J
was measured from the MFE peak in Figure 6.
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2100 cm-1. The methods for determining kCRS, kCRT, and kST
will be addressed in the Discussion.
Temperature-Dependent Magnetic Field Effects. The

magnetic field effects on the triplet yields for FN1 and PE1P are
shown as plots of triplet yields (relative to those at B = 0) versus
magnetic field strength over the temperature range of 270-350 K
in Figure 6. The maximum of the relative triplet yield plot, or
minimum of the complementary relative RP yield plot (B2J),
correspond to the field at which the S andTþ1 (if 2J> 0) or T-1 (if
2J < 0) RP energy levels cross.WhenB = 2J, S-Tþ1 mixing occurs
because 2J > 0 at the resonance condition,32 so that RP-ISC is
efficient (Figure 2). These plots show that 2J shifts to higher fields
as the temperature increases, which most likely results from
increased sampling of molecular conformations having stronger
electronic coupling.68 Figure 7 plots ln 2J versus 1/T, which yields
linear fits giving activation barriers of 489( 57 cm-1 (R2 = 0.936)
for FN1 and 680 ( 74 cm-1 (R2 = 0.956) for PE1P. The
temperature dependencies of the MFE plots for FN2 and PE2P
are weak (2J = 3 mT at 295 K, Figure S1).

’DISCUSSION

Spin-Selective Charge Recombination. The energy level
scheme depicted in Figure 1 shows that CR within the singlet
and triplet RP manifolds give different products. The rates at
which these products are formed, and consequently their
yields, depend on two major considerations. First, spin dy-
namics controls intersystem crossing and thus population flow
between the singlet and triplet manifolds. Following rapid
charge separation, the initially formed singlet RP, 1(Dþ•-B-
A-•), undergoes radical-pair intersystem crossing (RP-
ISC)69,70 with rate constant kST induced by electron-nuclear
hyperfine coupling within the radicals to produce the triplet
RP, 3(Dþ•-B-A-•). The CR reactions take place spin selec-
tively from these RP states, so that interconversion between
the singlet and triplet RP states can be a kinetic bottleneck for
the overall CR process.71 Modification of the spin dynamics by
an applied magnetic field has been shown to dramatically

change the spin-selective RP reaction yields.43,54,71 These
magnetic field effects (MFEs) allow control over the CR
lifetime, so that the spin-dependent CR pathways as well as
the RP spin-spin exchange interaction 2J can be probed.
In general, the overall RP-ISC rate constant kST = khfcc þ krlx,

where khfcc is the rate constant for S-Tn (n = 0, (1) mixing
induced by the electron-nuclear hyperfine interaction when the
S-Tn energy gap is very small, and krlx is the total rate constant
for all other spin-dependent relaxation processes. Second, the CR
rates within the singlet and triplet manifolds depend on the usual
considerations of electron transfer theory, that is, the electronic
coupling matrix elements, VCRS and VCRT, respectively, as well as
the Franck-Condon weighted density of states (FCWD), which
includes the reaction free energy and the total reorganization
energy, λ, for CR. For example, the free energies of the triplet
CR reactions, 3[Dþ•-B-A-•]f [D-B-3*A] or [3*D-B-A],
occur near the maximum of the Marcus rate versus free energy
profile (|ΔG| = λ = 0.5 eV), while that of the singlet CR
reactions 1[Dþ•-B-A-•] f D-B-A occurs far into the
Marcus inverted region (|ΔG| = 2.3 eV).60 Thus, the triplet
CR rate should be much faster than the singlet CR rate based
on FCWD considerations alone. The formation rates and yields
of singlet and triplet CR products in PE1-2P and FN1-2 are
analyzed using these two basic ideas.
A kinetic model based on the RP-ISC mechanism with state-

dependent recombination reactions was used to analyze the
magnetic field-dependent kinetic traces and extract kCRS and
kCRT from the total observed kCR.

33 Figure 8 outlines the relevant
cases that are typically encountered in analyzing the kinetic data,
assuming that the RP singlet state is initially populated. The
kinetic equations used to obtain the fits have been described
recently.32,33 Three conditions are outlined, 2J . aeff, 2J > aeff,
and 2J e aeff, where aeff is the sum of the hyperfine coupling
constants in both radicals, for analyzing the kinetics when
B = 0, B = 2J, and B . 2J (Figure 8), and will be described in
the context of how the spin-selective rates were extracted for each
molecule.

Figure 8. Kinetic model of RP spin dynamics for CR under three conditions, 2J. aeff, 2J > aeff, and 2Je aeff, when B = 0, B = 2J, and B. 2J. The blue
dot indicates that initial population resides on the singlet RP (S), and Tþ1, T0, T-1 denote corresponding spin sublevels with the corresponding rates,
kCRS and kCRT, where kST = khfcc þ krlx.
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FN1 exemplifies the case when 2J. aeff because 2J = 40 mT at
295 K and aeff = 3 mT.

58,72 When B = 0 and B. 2J, the observed
CR kinetics are nearly identical and negligible triplet yields are
observed. At magnetic fields far from resonance, the mechanistic
scheme simplifies because the observed rate is fast (1/kCR =
54 ns) and the S-T intersystem crossing rate (1/kST) is much
slower as a result of the large 2J value, so that the apparent decay
of the RP should be identical to kCRS (Figure 9). At resonance,
kCR = kCRS/2þ kCRT/2 because fast intersystem crossing occurs
only between S and Tþ1. Modeling the three kinetic traces at B = 0,
B = 2J, and B. 2J using a kinetics simulation based on a matrix
formalism,73 we obtain 1/kST = 261 ns at 295 K (Figure S4).
Moreover, a comparison of the analytical and numerical methods
gives identical values of kCRS and kCRT for FN1. In contrast, it is
difficult to solve the kinetics analytically for PE1P, which falls into
the intermediate 2J > aeff regime (Figure 8), so that the kinetics
for PE1P were solved numerically by fitting them at B = 0, B = 2J,
and B. 2J (Figure 10). Last, when 2Je aeff, as it is for FN2 and
PE2P, it is reasonable to expect a dominant triplet CR pathway
because kST is large, and kCRT is also large becauseΔG= λ. This
behavior is observed in the extracted kST and is shown in
Figure 11.
The MFE plots for FN2 and PE2P show a low field resonance

due to the fact that 2Je aeff (2J = 3 mT at 295 K, Figure S1), and
the spin dynamics can be explained in terms of conventional

hyperfine and relaxation mechanisms (Figure 8).74,75 When B =
0, all three RP triplet states are completely mixed with the singlet
RP (S) by the hyperfine interaction and the total rate constant,
kCR = 1/4kCRS þ 3/4kCRT. When B = 2J, the triplet RP states
remain mixed with the singlet state, and only a slight enhance-
ment is observed in the MFE plot. However, when B. 2J, only
the S and T0 states are fully mixed, and the Tþ1 and T-1 states
can be ignored; thus, the observed rate constant becomes kCR =
1/2kCRSþ 1/2kCRT. The hyperfine-driven RP-ISC rate constant,
khfcc = 108 s-1, is much larger than the CR rate constants
measured here. A summary of kCR, kCRS, and kCRT obtained using
this analysis is given in Table 1.
Temperature Dependence of Charge Recombination. An

examination of the CR temperature dependence data for FN1

(Figure 9) shows that kCRS and kCRT are well described by
eq 2. The similarity of the data for kCR and kCRS is explained
by the spin dynamics of the RP (see above), which are primarily
controlled by the large 2J energy gap and result in kST being
relatively small. Interestingly, in this case, a negative activation
energy,ΔGq =-811( 147 cm-1, is observed for kCRS. Because
the singlet CR reaction for FN1 occurs in the Marcus inverted
region, kCRS should be only weakly temperature dependent,26

unless the parameters within eq 2 are also temperature depen-
dent. For example, the temperature dependence of the solvent
dielectric constant makes λS temperature dependent. In the
present case, however, the dielectric constant of toluene
decreases only slightly as the temperature is increased over
the range measured,76,77 so that λS decreases (see eq S1), and,
thus according to eq 2, kCRS should increase slightly, which is

Figure 9. Plot of ln [kXT
1/2] versus 1/T for FN1, where X = CR, CRS,

CRT, and ST.

Figure 10. Plot of ln [kXT
1/2] versus 1/T for PE1P, where X =CR, CRS,

CRT, and ST.

Figure 11. (A) Plot of ln [kXT
1/2] versus 1/T for FN2 and (B) plot of ln

[kXT
1/2] versus 1/T for PE2P, where X = CR, CRS, and CRT.
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contrary to the observed temperature dependence of kCRS
(Figure 9).
Negative activation of exergonic electron transfer reactions in

a variety of systems has often been attributed to decreasing the
population of vibrational states coupled to the reaction coordi-
nate as the temperature is increased.78-83 With this idea in mind,
the negative activation of kCRS can be modeled with a pre-
equilibrium mechanism in which increased temperature leads to
depletion of the state favorable for electron transfer.25,31,84-88 In
this case, the molecular motions responsible for reactive state
depletion are most likely a combination of low-barrier torsions
around the single bonds connecting the donor, bridge, and
acceptor, as well as vibrations within these components. These
dynamics may be represented by a fast equilibrium process
between an unreactive RP state [Dþ•-B-A-•] and a reactive
one [Dþ•-B-A-•]0 such that

½Dþ 3 - B- A- 3 � sfrs
k1

k-1

½Dþ 3 - B- A- 3 �0 sf
k2

D- B- A ð3Þ

The steady-state solution for the formation of D-B-A in eq 3
yields the observed rate constant kCRS as

kCRS ¼ k1k2
k-1 þ k2

ð4Þ

The fact that this process is primarily a tunneling
(superexchange) event implies that the actual electron transfer
step, k2, is very slow relative to themotional dynamics. Therefore,
k-1 . k2 and eq 4 reduces to

kCRS ¼ Keqk2

¼ expð- Geq=kBTÞ 3A2 expð-ΔGq
2=kBTÞ ð5Þ

where ΔG2
q is the activation energy for the elementary charge

transfer reaction, andΔGeq is the free energy difference between
[Dþ•-B-A-•] and [Dþ•-B-A-•]0. ΔGeq must be negative if
[Dþ•-B-A-•]0 is increasingly depleted at higher temperatures.
The observed barrier for singlet CR to ground state, ΔGCRS

q =
ΔGeq þ ΔG2

q. If ΔGeq is negative and |ΔGeq| > ΔG2
q, then

ΔGCRS
q will be negative and kCRS will decrease as temperature

increases.
Because [Dþ•-B-A-•]0 f D-B-A is an elementary non-

adiabatic charge transfer reaction, its rate should be adequately
described by eq 2, so that a plot of ln kCRS 3T

1/2 versus 1/T will
have slope -(ΔGeq þ ΔG2

q) as is observed in Figure 9.
Furthermore, eq 2 suggests that there are two potential reasons
why [Dþ•-B-A-•]0 is the preferred reactive state for singlet
CR: (1) the electronic coupling matrix element VCRS for the
reaction [Dþ•-B-A-•]0 f D-B-A is larger than that for the
reaction [Dþ•-B-A-•]fD-B-A, and/or (2) [Dþ•-B-A-•]0
has better Franck-Condon overlap with D-B-A than does
[Dþ•-B-A-•].79-83 If the Franck-Condon overlaps of [Dþ•-
B-A-•] and [Dþ•-B-A-•]0 with D-B-A are similar, a
negative activation energy implies that the electronic coupling
of [Dþ•-B-A-•] with D-B-A is larger than that of the
reactive state [Dþ•-B-A-•]0 with D-B-A, which is unreason-
able. Thus, the temperature dependence of the Franck-Condon
factor in eq 2 is most likely responsible for the observed negative
activation of CR in FN1. As the temperature increases, higher-
lying, less reactive vibrational states may be populated, which
results in a CR rate decrease.

As noted above, the triplet pathway for CR within FN1 is only
accessible when B = 2J. Our analysis of kCRT for FN1 depends on
the relationship between VCRS, VCRT, and 2J originally proposed
by Kramers89 and developed further by Anderson.34,90 They
concluded that the magnitude and sign of 2J depend on the
electronic coupling matrix elements of the RP states with other
energetically nearby states having the same respective spin
multiplicities.34,90 For the CR reaction, an approximate relation-
ship between 2J and the electronic coupling matrix elements for
the singlet and triplet pathways, VCRS and VCRT, respectively, is
given by eq 6:37,54,91

2J ¼ V 2
CRS

ΔGCRS þ λ
-

V 2
CRT

ΔGCRT þ λ
ð6Þ

The measured A factors for CR in FN1 (and for FN2 and PE2P)
given in Table 1 are proportional to VCR

2 (eq 2), and these data
show that VCRT . VCRS; thus eq 6 reduces to

2J ¼ -
V 2
CRT

ΔGCRT þ λ
ð7Þ

In our earlier work on FN1-3 and PE1-3P at 295 K,32 we
observed that the exponential distance dependences of kCRS
and kCRT resulting from the superexchange mechanism of CR are
very similar. This was attributed to the counterbalancing effects
of the electronic coupling matrix element and the energy gaps
between the relevant states. In the work presented here, the fact
that VCRT . VCRS suggests that the conformational distribution
present in the triplet CR differs from that of the singlet pathway.
This may be a consequence of the different time scales of CR by
these two pathways suggested by their temperature dependence
(Figure 9).
Recognizing that ΔGCRT and λ are nearly temperature in-

dependent over the range of temperatures measured, resulting
largely from the temperature invariance of εS for toluene, the
observed increase in 2J as the temperature is raised (Figure 7) is
indicative of an increase inVCRT. This observation correlates well
with the fact that kCRT, which is proportional to VCRT

2 (eq 2),
displays a positive activation energy in FN1, ΔG

q = 1047 ( 170
cm-1, which is nearly identical to that of the bridge torsional
frequencies of fluorenyls linked at their 2,7-positions, so that
this motion most likely “gates” CR via the triplet pathway.92,93

Finally, it is important to note that kST does not change
significantly over the temperature range studied (Figure 9), even
though at low temperatures, 2J decreases due to relaxation of the
system into conformations in which the dihedral angles between
the π-systems are larger, which diminishes the electronic cou-
pling between them.68

Figure 10 shows the results of ln(kXT
1/2) versus 1/T for X =

CR, CRS, CRT, and ST in PE1P. Similar to what is observed for
FN1, the triplet pathway displays a positive activation energy,
ΔGq = 1368 ( 285 cm-1 for PE1P, which corresponds to
published p-phenylethynylene oligomer rotational barriers.94 Inter-
estingly, kCRS is temperature independent and qualitatively tracks
with kCR. However, a closer evaluation of Figure 5 shows crossover
from a singlet temperature-independent pathway to a positively
activated triplet pathway near 300 K, which is due to a dramatic
increase in the intersystem crossing rate constant, kST. However,
this crossover is not observed in the 2J temperature dependence
because 2J is determined largely by VCRT (eq 7). The activation
energy obtained for kCRT, ΔG

q = 1269( 131 cm-1, matches that
for the observed rate constant, kCR, over a temperature range of
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270-296 K, for which ΔGq = 1368 ( 285 cm-1. The triplet
pathway is revealed as the dominant pathway only at lower
temperatures, when 2J decreases and kST increases as a result of
changes in the distribution of torsional bridge conformations.
Using eqs 2 and S1 with a range of VDA values (0.9-1.4 cm-1)
calculated from the experimental 2J values (eq 7) and plotting the
data as a function of 1/T (from 240 to 360 K,ΔGCR =-0.35, λi =
0.39 eV, λS = 0.07 eV), the temperature dependence of kCRT is
modeled reasonably well (Figures S2 and S3).
The overall observed rates, kCR, for FN2 and PE2P show positive

activation energies (Figures 4, 5, and 11). In these cases, the spin
dynamics allow efficient intersystem crossing from the singlet RP to
the triplet RP at lowmagnetic field strengths, because 2J≈ aeff. The
relative ratio of kCRT and kCRS depends upon VCRT/VCRS as well as
the FCWD. In both FN2 and PE2P, kCRT > kCR > kCRS (Figure 11),
and ΔGq for each pathway is listed in Table 1. Once again, the A
factors for FN2 and PE2P (Table 1) show that VCRT . VCRS. For
FN2, the torsional barrier for kCRT is nearly 4100( 227 cm-1 and
is similar to the torsional barrier between a flat aromatic molecule
and an aromatic imide, which has been calculated to be about
5000 cm-1.92 Also noteworthy are the activation energies for the
singlet pathways of FN2 and PE2P, which are both in the range of
1400-1500 cm-1; this is not unexpected because the parameters in
eq 2 are nearly identical for these two bridges. Torsional frequencies
for the phenyl rings within p-terphenyl95 are near 1230 cm-1, while
those for 2,7-fluorenyl96 groups are on the order of 1100 cm-1, and
p-phenylethynylene oligomers are 870-2443 cm-1,94 and thus
correspond well to the activation barriers measured for FN2 and
PE2P.

’CONCLUSIONS

The temperature dependence of charge recombination has
been described using semiclassical electron transfer theory. For
the molecular bridges studied here, the CR dynamics are com-
plex: the singlet and triplet spin-selective pathways are modu-
lated by spin dynamics that arise from the S-T energy gap (2J)
between the singlet and triplet RPs. Analysis of the kinetic data
from MFEs provides a powerful tool for elucidating kCRS and
kCRT and, in the case for FN1, reveal that in the absence of a
magnetic field the CR dynamics proceed entirely by the Marcus
inverted region singlet pathway that is negatively activated and
can be described using a pre-equilibrium model. In addition, the
corresponding normal region triplet CR dynamics that occur
when B = 2J are gated by bridge structural dynamics. For the case
of PE1P, a distinct crossover in CR pathway from singlet to triplet
occurs at 300 K that is explained by the temperature dependence
of the bridge structural dynamics. For the longer FN2 and PE2P
bridges, where the triplet pathway dominates at B = 0, CR is
“gated” by the torsional barriers around the single bonds linking
the 2,7-fluorenone and p-phenylethynylene bridges to the donor
and acceptor with activation energies ranging from 1100 to 4500
cm-1. Overall, the data show that using a combination of bridge
structures along with application of specific magnetic field
strengths can be used to both probe and control CR dynamics,
which is an important goal for solar energy conversion and
applications in organic electronics.
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